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Current Position
Assistant Professor, Biomedical Informatics, and Computer Science Columbia University

Past Affiliations
CRCS at Harvard University (SEAS); Vector Institute; IDEA Lab, WNCG at UT Austin

Education

’13- ’18 Ph.D., Electrical & Computer Engg UT Austin (Advisor: Joydeep Ghosh)
’09-’11 M.S., Electrical & Computer Engg UC, San Diego
’05-’09 B. Tech., Electrical Engg Vishveshvaraya Natl. Inst. of Tech., India

Work Experience [Employment History]

Feb ’23- Assistant Professor Columbia University, New York, US
Oct ’20-Dec ’22 CRCS Postdoctoral Fellow Harvard University, Cambridge, US
Nov ’18-Sep ’20 Postdoctoral Fellow Vector Institute, Toronto, CA
Sept ’13-Dec ’18 Graduate Research Assistant UT Austin, Austin, US
Jun ’11-Jun ’13 Software Engineer Amazon Lab 126, Sunnyvale, US

Scientific products

Publications - Conference and Journal

1. Daksh Mittal, Yuanzhe Ma, Shalmali Joshi, and Hongseok Namkoong. Adaptive labeling
for efficient out-of-distribution model evaluation. In The Thirty-eighth Annual Conference on
Neural Information Processing Systems, 2024 [url]

2. Joshi, Shalmali and Jason E Liebowitz. Rise of the machines: how machine learning will
shape the field of rheumatology, 2024 [url]

3. Molly T Finnerty, Atif Khan, Kai You, Rui Wang, Gyojeong Gu, Deborah Layman, Qingxian
Chen, Noémie Elhadad, Joshi, Shalmali, Paul S Appelbaum, et al. Prevalence and incidence
measures for schizophrenia among commercial health insurance and medicaid enrollees.
Schizophrenia, 10(1):68, 2024 [url]

4. Shalmali Joshi*, Junzhe Zhang*, and Elias Bareinboim. Towards safe policy learning under
partial identifiability: A causal approach. The 38th Annual AAAI Conference on Artificial
Intelligence (Oral), 2024 [arXiv]

5. Melissa Mccradden, Oluwadara Odusi, Joshi, Shalmali, Ismail Akrout, Kagiso Ndlovu, Ben
Glocker, Gabriel Maicas, Xiaoxuan Liu, Mjaye Mazwi, Tee Garnett, et al. What’s fair is. . .
fair? presenting justefab, an ethical framework for operationalizing medical ethics and social
justice in the integration of clinical machine learning: Justefab. In Proceedings of the 2023 ACM
Conference on Fairness, Accountability, and Transparency, pages 1505–1519, 2023 [url]

6. Melissa D McCradden, Joshi, Shalmali, James A Anderson, and Alex John London. A nor-
mative framework for artificial intelligence as a sociotechnical system in healthcare. Patterns,
4(11), 2023 [url]

https://shalmalijoshi.github.io/reAIM
mailto:sj3261@cumc.columbia.edu
https://www.dbmi.columbia.edu/
https://www.cs.columbia.edu/
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https://crcs.seas.harvard.edu/
https://vectorinstitute.ai/
http://www.ideal.ece.utexas.edu/
https://wncg.org/
https://openreview.net/forum?id=uuQQwrjMzb
https://academic.oup.com/rheumatology/article/63/9/2319/7665716
https://www.nature.com/articles/s41537-024-00490-0
https://causalai.net/r96.pdf
https://dl.acm.org/doi/abs/10.1145/3593013.3594096
https://www.cell.com/patterns/pdf/S2666-3899(23)00248-9.pdf
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7. Haoran Zhang, Harvineet Singh, Marzyeh Ghassemi, and Shalmali Joshi. Why did the
model fail?: Attributing model performance changes to distribution shifts. International Con-
ference on Machine Learrning, 2023 [arXiv]

8. Shalmali Joshi*, Sonali Parbhoo*, and Finale Doshi-Velez. Learning-to-defer for sequential
medical decision-making under uncertainty. TMLR, 2023 [arXiv]

9. Daniel E Ehrmann, Shalmali Joshi, Sebastian D Goodfellow, Mjaye L Mazwi, and Danny Ey-
tan. Making machine learning matter to clinicians: model actionability in medical decision-
making. NPJ Digital Medicine, 2023 [arXiv]

10. Harvineet Singh, Shalmali Joshi, Finale Doshi-Velez, and Himabindu Lakkaraju. Towards
robust off-policy evaluation via human inputs. In AI Ethics and Society. AAAI/ACM,
2022 [arXiv]

11. Taylor Killian, Marzyeh Ghassemi, and Shalmali Joshi. Counterfactually guided policy
transfer in clinical settings. In Proceedings of the Conference on Health, Inference, and Learn-
ing. PMLR, 2022 [arXiv]

12. Martin Pawelczyk, Chirag Agarwal, Shalmali Joshi, Sohini Upadhyay, and Himabindu Lakkaraju.
Exploring counterfactual explanations through the lens of adversarial examples: A theoret-
ical and empirical analysis. 25th International Conference on Artificial Intelligence and
Statistics, 2022 [arXiv]

13. Sohini Upadhyay*, Shalmali Joshi*, and Himabindu Lakkaraju. Towards robust and reliable
algorithmic recourse. Neural Information Processing Systems, 2021 [arXiv]

14. Sindhu C M Gowda, Shalmali Joshi, Haoran Zhang, and Marzyeh Ghassemi. Pulling up
by the causal bootstraps: Causal data augmentation for pre-training debiasing. 30th ACM
International Conference on Information and Knowledge Management, 2021 [arXiv]

15. Haoran Zhang, Natalie Dullerud, Laleh Seyyed-Kalantari, Quaid Morris, Shalmali Joshi,
and Marzyeh Ghassemi. An empirical framework for domain generalization in clinical set-
tings. In Proceedings of the Conference on Health, Inference, and Learning, 2021 [url]

16. Victoria Cheng, Vinith M Suriyakumar, Natalie Dullerud, Shalmali Joshi, and Marzyeh
Ghassemi. Can you fake it until you make it? impacts of differentially private synthetic
data on downstream classification fairness. In Proceedings of the 2021 ACM Conference on
Fairness, Accountability, and Transparency, pages 149–160, 2021 [url]

17. Shirly Wang, Seung Eun Yi, Shalmali Joshi, and Marzyeh Ghassemi. Confounding feature
acquisition for causal effect estimation. In Machine Learning for Health, pages 379–396.
PMLR, 2020 [url]

18. Irene Y. Chen, Emma Pierson, Sherri Rose, Shalmali Joshi, Kadija Ferryman, and Marzyeh
Ghassemi. Ethical machine learning in healthcare. Annual Review of Biomedical Data
Science, 2021 [url]

19. Irene Y* Chen, Shalmali Joshi*, Marzyeh Ghassemi, and Rajesh Ranganath. Probabilistic
machine learning for healthcare. Annual Review of Biomedical Data Science, 4, 2020 [url]

20. Sana Tonekaboni*, Shalmali Joshi*, Kieran Campbell, David Duvenaud, and Anna Golden-
berg. What went wrong and when? instance-wise feature importance for time-series models.
In NeuRIPS, 2020 [url]

https://arxiv.org/abs/2210.10769
https://arxiv.org/abs/2201.08262
https://www.nature.com/articles/s41746-023-00753-7
https://arxiv.org/abs/2103.15933
https://arxiv.org/abs/2006.11654
https://arxiv.org/abs/2106.09992
https://arxiv.org/pdf/2102.13620.pdf
https://arxiv.org/abs/2108.12510
https://arxiv.org/abs/2103.11163
https://dl.acm.org/doi/abs/10.1145/3442188.3445879?casa_token=aZpafgx1NmwAAAAA:NdM4wsBHNx0cu621dQcTtS8Q5VhE87J-QOQ6tNg733MW1DFfg7_jgaFpAihZAc5Pie6tzVhFVrBT
http://proceedings.mlr.press/v136/wang20a/wang20a.pdf
https://arxiv.org/pdf/2009.10576.pdf
https://arxiv.org/abs/2009.11087
https://arxiv.org/abs/2003.02821
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21. Melissa McCradden, Shalmali Joshi, James Anderson, and Mjaye Mazwi. When your only
tool is a hammer: ethical limitations of computational fairness solutions in healthcare ma-
chine learning (Oral). In Lancet Digital Health, AAAI Conference on AI Ethics & Society
(AIES), Fair ML for Health Workshop at NeurIPS, 2020 [url]

22. Irene Chen, Shalmali Joshi, and Marzyeh Ghassemi. Treating health disparities with Artifi-
cial Intelligence. In Nature Medicine, 2020 [url]

23. Shalmali Joshi*, Sana Tonekaboni*, Melissa McCradden, and Anna Goldenberg. What clin-
icians want: Contextualizing explainable machine learning for clinical end use. In Machine
Learning for Healthcare (MLHC), 2019 [url]

24. Shalmali Joshi, Rajiv Khanna, and Joydeep Ghosh. Co-regularized monotone regtargeting
for semi-supervised LeTOR. In Siam International Conference on Data Mining (SDM) ,
2018 [url]

25. Shalmali Joshi, Suriya Gunasekar, David Sontag, and Joydeep Ghosh. Identifiable phe-
notyping using constrained Non-Negative matrix factorization. In Machine Learning for
Healthcare Conference (MLHC), 2016 [url]

26. Shalmali Joshi, Joydeep Ghosh, Mark Reid, and Oluwasanmi Koyejo. Rényi divergence
minimization based co-regularized multiview clustering. Machine Learning, 2016 [url]

27. Shalmali Joshi, Oluwasanmi Koyejo, Kristine Resurreccion, and Joydeep Ghosh. Simultane-
ous prognosis and exploratory analysis of multiple chronic conditions using clinical notes.
In International Conference on Healthcare Informatics (ICHI), 2015 [url]

Peer Reviewed Workshop/Abstracts

28. Haoran Zhang, Harvineet Singh, and Shalmali Joshi. Why did the model fail?: Attributing
model performance changes to distribution shifts. In Workshop on Spurious Correlations,
Invariance and Stability @ ICML, 2022

29. Martin Pawelczyk, Shalmali Joshi, Chirag Agarwal, Sohini Upadhyay, and Himabindu Lakkaraju.
On the connections between counterfactual explanations and adversarial examples. ICML
Workshop on Algorithmic Recourse, 2021 [arXiv]

30. Sonali Parbhoo* and Shalmali Joshi*. On formalizing causal off-policy evaluation for se-
quential decision-making. ICML Workshop on Neglected Assumptions in Causal Inference,
2021

31. Arnold Yeung, Shalmali Joshi, Joseph Williams, and Frank Rudzicz. Sequential explanations
with mental model-based policies. In Workshop on Human Interpretability in Machine
Learning at ICML, 2020 [arXiv]

32. Sana Tonekaboni, Shalmali Joshi, and Anna Goldenberg. Individualized feature impor-
tance for time series risk prediction models. In Machine Learning for Health Workshop at
NeurIPS, 2019

33. Seungeun Yi*, Shirly Wang*, Shalmali Joshi, and Marzyeh Ghassemi. Fair and robust treat-
ment effect estimates: Estimation under treatment and outcome disparity with deep neural
models. In Fair ML for Health Workshop at NeurIPS, 2019

https://dl.acm.org/doi/abs/10.1145/3375627.3375824
https://www.nature.com/articles/s41591-019-0649-2
http://proceedings.mlr.press/v106/tonekaboni19a.html
https://epubs.siam.org/doi/10.1137/1.9781611975321.49?mobileUi=0&
http://proceedings.mlr.press/v56/Joshi16.html
https://link.springer.com/article/10.1007/s10994-016-5543-2
https://ieeexplore.ieee.org/document/7349697
https://arxiv.org/abs/2106.09992
https://arxiv.org/abs/2007.09028
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34. Melissa McCradden, Sana Tonekaboni, Shalmali Joshi, and Anna Goldenberg. Five pillars
of explainable clinical machine learning. In Frontier of AI-Assisted Care (FAC), Scientific
Symposium, 2019

35. Shalmali Joshi, Oluwasanmi Koyejo, Been Kim, Warut Vijitbenjaronk, and Joydeep Ghosh.
Towards realistic individual recourse and actionable explanations in black-box decision mak-
ing systems. In SafeML Workshop at the International Conference on Learning Representa-
tions (ICLR), 2019

36. Shalmali Joshi, Been Kim, Oluwasanmi Koyejo, and Joydeep Ghosh. Through the looking
GANs. In Women in Machine Learning Workshop @ NeurIPS, 2017

37. Shalmali Joshi, Oluwasanmi Koyejo, and Joydeep Ghosh. Multiview clustering via con-
strained bayesian inference. In Workshop on Divergence Methods for Probabilistic Inference
at ICML, 2014

Theses

38. Shalmali Joshi. Constraint based Approaches to Interpretable and Semi-Supervised Machine Learn-
ing. PhD thesis, The University of Texas at Austin, December 2018

*Equal Contribution.

Teaching

Fall ’23 Advanced ML for Healthcare DBMI, CS, Columbia University

Invited Talks and Presentations

April ‘24: Data Science Day Lighting Talk, Columbia University

November ‘23: University of Michigan, Ann Arbor, School of Information

November ‘23: Association for Molecular Pathology (AMP) 2023 Annual Meeting & Expo, Salt
Lake City, Utah

October ‘23: Fifth Annual Simulation Summit Examines Potential, Perils of AI, Columbia Uni-
versity

May ‘23: New York University, CDS Lunch Seminar

October ‘22: Guest Lecture: Causal Inference and Applications to Explainability and Fairness in
ML, UT Austin

October ‘22: Panelist: AI in South Asia, Lakshmi Mittal Institute, Harvard University

March, ‘22: New York University, CS Colloquium

March, ‘22: Rice University, CS Colloquium

February, ‘22: University of Maryland Baltimore County, College of Engineering

February, ‘22: Columbia University, Dept. of Biomedical Informatics

February, ‘22: UC Berkeley-UC San Francisco, Computational Precision Health

February, ‘22: University of Waterloo, Dept. of Computer Science

February, ‘22: Vanderbilt University, Dept. of Computer Science

https://reaim-lab.github.io/binf4008/
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January, ‘22: Emory University, Dept. of Quantitative Theory & Methods

January, ‘22: Ohio State University, Dept. of Computer Science

January, ‘22: IST Austria, Dept. of Computer Science

January, ‘22: Max Planck Institute for Intelligent Systems

January, ‘22: University of Amsterdam, AMLab

December, ‘21: Keynote talk: ML4H Symposium

November ‘21: Symposium for Machine Learning Implementation & Evaluation, NYU Langone

August, ‘21: Invited Guest Lecture: Indian Institute of Technology, Madras on Explainability in
Healthcare: From application oriented approaches to ethics of deployment

July, ‘21: Keynote talk: Ethics of developing ML in healthcare at the ICML Workshop on Chal-
lenges in Deploying and monitoring Machine Learning Systems

April, ‘21: Moderator: Panel on the role of AI in Health Equity, CRCS, Harvard University

March, ‘21: Guest Lecture: Causality Primer and Applications in ML in the Probabilistic Graphi-
cal Modeling at UIUC

March, ‘21: Guest Lecture: Learning robust recourses in the Topics in Machine Learning: Inter-
pretability and Explainability at Harvard University

March, ‘21: FAccT Tutorial on limitations of explainability methods in ML

July, ‘20: Data Science Africa: Ethics for ML in Healthcare

March, ‘20: Guest Lecture, on Fairness, Explainability in ML, AI and Society Class at McMaster
University

January, ‘20: Guest Lecture, Causal Inference in ML for Health Graduate Class UofT CS

November, ‘19: Guest Lecture, AI and Ethics Graduate Class UofT CS

November, ‘19: The 99 AI Challenge cohort with University of Toronto Libraries

November, ‘19: CSI Departmental Seminar, Emory University, Atlanta, Georgia

October, ‘19: Data & Society Meeting at NYU on Evaluating Fairness for ML in Health

August, ‘19: Launch event of the Schwartz Reisman Institute for Technology and Society (SRIT&S)
on fairness and explainability in health
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Service

Area Chair ICLR 2025

Area Chair NeurIPS 2024

General Chair MLHC 2025
Program Chair MLHC 2024

Area Chair FAccT 2024

Area Chair NeurIPS, FAccT 2023

Reviewer ICML, UAI, TMLR, PNAS Nexus, NeurIPS, AISTATS, JAMIA 2023

Reviewer Patterns, a Cell Journal 2022

Reviewer AISTATS, ICLR, ICML, MLHC, NeurIPS 2022

Program Chair Machine Learning for Healthcare (MLHC) 2023

General Chair Machine Learning for Health Symposium (ML4H) 2022

Reviewer
Nature Machine Intelligence, Nature Medicine, Scientific
Reports

2022

Area Chair NeurIPS Datasets & Benchmark Track 2022

Ethics Reviewer NeurIPS 2022
Reviewer AISTATS, ICLR, ICML, MLHC, NeurIPS 2022

Reviewer
CausalNLP @EMNLP, Causal Inference & Machine Learning:
Dist Shift @ NeurIPS, ML4H Symposium

2021

Meta-reviewer AAAI, CHIL 2022

Ethics Reviewer NeurIPS 2021

Reviewer
ICML, MLHC, NeurIPS (Main track, Datasets and Benchmarks
track), Nature Digital Medicine

2021

Area Chair ACM FAccT 2021

Track Lead ACM Conference on Health, Inference, and Learning (CHIL) 2021

Comms Chair ACM Conference on Health, Inference, and Learning (CHIL) 2020

Reviewer NeurIPS, AAAI, AISTATS, ICLR 2020
Co-chair NeurIPS Workshop, Fairness in Machine Learning for Health 2019

Reviewer AAAI, ICLR, AISTATS, NeurIPS, ICML, Nature Medicine 2019

PC Member ICLR Workshop, DebugML 2019

PC Member NeurIPS Workshop, Machine Learning for Health 2018

Reviewer
MLHC, WiML@NeurIPS (Women In Machine Learning), ML4H
Workshop at NeurIPS

2017

Reviewer NeurIPS, ICML, TKDD 2015

Awards

2021 MIT-EECS Rising Stars Award
2017 WiML@NIPS Travel Award
2015 IEEE ICHI Travel Award
2003 National Talent Search Scholarship, Govt. of India


